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GENERAL INFORMATION ABSTRACT  

Received date: 27/03/2024  In the context of advancing technology and increasing 

demand for efficient management, the application of an 

automated system capable of counting and tracking objects 

has become indispensable for improving the management 

process. This task imposes high requirements on processing 

time and accuracy. The system size and deployment 

capabilities also require special attention, particularly in 

managing classrooms at universities. In this study, we 

propose a system for counting the number of students and 

tracking their entry and exit in classrooms at Dong Nai 

Technology University. The system will provide the current 

number of students in the class, the number of students 

entering and leaving the class, and the current status of the 

lecturer. Additionally, we have built the dataset and selected 

object recognition methods to ensure that the system can 

deploy operations in real-time. Experimental results show 

that the system achieves significant accuracy and operational 

speed when used in classroom monitoring. 
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1. INTRODUCTION 

Classroom management plays a crucial role in 

the teaching and learning process within the 

university education environment. At Dong Nai 

Technology University, with its large and diverse 

student population, classroom management 

presents numerous challenges. Traditionally, 

classroom management processes have relied on 

manual methods, where instructors manually count 

the number of students present and take notes, 

which are then reported to the monitoring unit 

regarding attendance. This manual approach can 

lead to wasted time and effort for both instructors 

and students, as well as challenges in providing 

accurate information about the current status of the 

classroom. Additionally, Dong Nai Technology 

University encourages instructors to maintain 

comprehensive oversight of the entire classroom 

during teaching sessions to prevent students from 

engaging in unrelated activities. To achieve this, an 

effective classroom monitoring and management 

system is necessary. The idea of this system 

involves utilizing classroom surveillance cameras 

to monitor and count the number of students 

entering and exiting the room. To implement this 

idea, we employ object detection and tracking 

algorithms tailored to our specific use case, where 

the objects of interest are students and instructors. 

With the development of artificial intelligence 

in general and computer vision in particular, many 

image-processing methods have been proposed and 

applied in various practical scenarios. These 
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 methods can be utilized to address the issues of 

object counting and tracking in classrooms. Some 

object detection methods, such as YOLO (You 

Only Look Once): YOLOv1, YOLOv2, YOLOv3 

(Redmon et al.)..., and more recently developed 

versions like YOLOv8 (Glenn et al.), YOLOv9 

(Wang et al.), achieve fast object detection with 

high accuracy, enabling real-time applications. 

However, models in the YOLO series often require 

an additional stage to eliminate redundant 

bounding boxes using the non-maximum 

suppression (NMS) algorithm (Figure 1), which 

increases computational costs. 

Recently, with the emergence of Transformers 

(Vaswani et al.) in the field of natural language 

processing, many methods in the field of computer 

vision have also applied Transformers to their 

models, especially the DETR (Detection 

Transformer) model (Carion et al.) for object 

detection. This model eliminates the need for 

applying NMS during object detection. From there, 

many improved models have also been developed 

such as Deformable-DETR (Zhu et al.), DINO 

(Zhang et al.), and especially recently RT-DETR 

(Lv et al.). This is an end-to-end improved model 

capable of running in real-time. In this paper, we 

choose the RT-DETR model to apply to our system 

because of its speed and accuracy when deployed 

in real-world scenarios. Additionally, we use the 

Ultralytics library to track objects with RT-DETR 

more easily. 

 

Figure 1. Multiple bounding boxes define the 

same object. The red boxes are predicted boxes, 

and the green boxes are ground truth. 

 

Figure 2. Describing how to calculate the IoU 

score. 

2. RELATED WORK 

The current object detection methods can be 

divided into two-stage, single-stage, and end-to-

end models. 

2.1. Two-stage model 

Representative models in this category include 

the famous trio R-CNN (Girshick et al.), Fast R-

CNN (Girshick et al.), Faster R-CNN (Ren et al.). 

These models operate in two stages: the first stage 

involves the use of a Region Proposal Network 

(RPN) to identify regions in the image that may 

contain objects, while the second stage predicts the 

objects within these identified regions. While these 

methods offer high accuracy, they are relatively 

slow and challenging to execute in real-time 

applications. 

2.2. Single-stage model 

Methods in this category include SSD (Liu et 

al.), and the YOLO series. These models eliminate 

the need for a Region Proposal Network (RPN), 

resulting in a single-stage architecture that enables 

faster processing and real-time applications. 

However, to obtain final detection results, these 

models must apply NMS to remove redundant 

bounding boxes with Intersection over Union (IoU) 

(Figure 2) values below a selected threshold. This 

additional step introduces computational costs, and 

the accuracy of predictions can be affected by the 

threshold selection. 
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2.3. End-to-end model 

The integration of Transformer architecture 

into the object detection problem has shown 

promising results, with models like DETR 

eliminating the need for NMS and offering real-

time object detection capabilities. By leveraging 

attention mechanisms, prediction heads in these 

models can effectively avoid duplicative 

predictions on the same object. Building upon 

DETR, Zhu et al. introduced the Deformable-

DETR model, which enhances training 

convergence speed. Similarly, the DINO model by 

Zhang et al. utilizes contrastive denoising to refine 

anchor selection, leading to stable training and fast 

convergence. More recently, a research team at 

Baidu proposed the RT-DETR model, which 

enhances object query selection using IoU-aware 

queries, enabling the model to prioritize objects 

with both high classification scores and high IoU 

values. 

3. PROPOSED METHOD 

The proposed system is an end-to-end model, 

which simplifies the training process. Our model 

leverages the RT-DETR model for object detection 

due to its precise detection capabilities and real-

time execution. Additionally, we integrate the 

Ultralytics tool to enhance object tracking. This 

library supports object recognition across various 

versions of the YOLO series, allowing us to 

conveniently compare our current approach with 

YOLO. 

3.1. Object detection model 

The RT-DETR model, developed by the 

engineering team at Baidu, has been shown to 

outperform YOLOv8 regarding both speed and 

accuracy. According to their publication, RT-

DETR achieves a faster frame rate (74fps 

compared to YOLOv8's 50fps when using GPU 

T4) and higher accuracy (54.8% Average Precision 

compared to YOLOv8's 53.9% Average Precision 

when evaluated on the COCO val 2017 dataset). 

Therefore, we have chosen the RT-DETR model as 

the backbone for detecting students in the 

classroom. 

 

Figure 3. The view of the surveillance camera in 

the classroom. 

3.2. Object counting method 

After obtaining the object detection model, the 

next step is to extract camera footage to analyze 

the classroom space. Figure 3 displays the view 

captured by the surveillance camera in the 

classroom. To count the number of students in the 

classroom, we define a polygonal counting area 

within the classroom (Figure 4) to track and count 

objects within this region. The counting area is 

defined by vertices, with each vertex represented 

by a pair of coordinates (x, y) arranged clockwise. 

Due to the angle of the surveillance camera, we 

opted for a pentagonal counting area in our 

experiment. For example, a list of coordinates for 

the vertices of a pentagon could be [(100, 600), 

(1712, 160), (2700, 220), (2200, 1450), (400, 

1450)]. 

Once the counting area is established, counting 

students in the classroom becomes straightforward: 

the number of students equals the number of 

detected objects within the counting area minus 

one. Moreover, to avoid the lecturer sitting in one 

place while teaching, we also added a rectangular 

counting area at the lecturer's seat. 
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Figure 4. Description of counting areas. The blue 

line represents the polygonal counting area for 

counting students, while the yellow line represents 

the rectangular area designated for the instructor. 

3.3. The object tracking method 

To track the number of students entering and 

exiting the classroom, we define a monitoring area 

as a quadrilateral frame (Figure 5) to observe 

student movement. When a student passes through 

the left side of the frame, it is counted as entering 

the classroom, whereas passing through the right 

side is counted as exiting. Alternatively, the 

approach can be adapted to use the top or bottom 

sides of the frame. However, this method faces 

challenges in practice due to glass classroom walls 

allowing the camera to observe both inside and 

outside. Additionally, determining if a bounding 

box enters the monitoring area is complex, leading 

to miscounting when students from adjacent 

classrooms pass through the designated area. 

 

Figure 5. The counting area for students entering 

and leaving the classroom, on the right side, is 

positioned inside the door frame to avoid 

mistakenly counting students walking outside the 

hallway. 

 

Figure 6. Counting the number of students 

entering and exiting the classroom. The red curve 

indicates the tracked paths of the students. 

To address this issue, we track students using 

the centroid of the bounding box detected by the 

model. Instead of evaluating the IoU between the 

bounding box and the quadrilateral frame, we 

monitor whether the centroid coordinates of the 

student's bounding box move into the monitoring 

area (Figure 6). 

3.4. Classroom monitoring system 

We utilized the Ultralytics library to 

implement our approach, which supports various 

object detection and tracking methods. This 

includes functionalities for model training, fine-

tuning, and access to pre-trained weights of models 

trained on standard datasets such as COCO 2017 - 

an extension of MS COCO (Lin et al.)). As a 

result, these models have acquired a specific 

understanding of human features, allowing them to 

leverage this knowledge when transitioning to 

other features, such as students. Ultralytics also 

supports models from the YOLO series, facilitating 

easier comparisons between different models. 

4. EXPERIMENTS 
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4.1. Dataset and setups 

To acquire training data for the model, we 

captured videos from surveillance cameras in 

classrooms at Dong Nai Technology University. 

Frames were randomly extracted from these videos 

and manually annotated. In total, we collected 300 

images with 9500 annotations. Although the 

dataset size is limited due to the manual collection 

process, we proceeded to fine-tune the model on 

this dataset without retraining it from scratch. We 

divided the dataset into three parts for evaluation: 

training, validation, and testing. The dataset was 

divided as follows: 250 images for training, 50 

images for validation, and 100 images for testing. 

The machine configuration used for training 

included an i7-7820HK@2.90GHz CPU, GTX 

1080 GPU, and 64 GB RAM. We kept the training 

model settings default as per the Ultralytics 

guidelines. We chose the RTDETR-X model with 

67 million parameters to initialize the model 

weights. Additionally, since the weight set of the 

YOLOv9 model was not available at the time of 

the experiment, we also experimented with the 

YOLOv8-X weight set, which has 68 million 

parameters, for comparison with RTDETR-X. 

4.2. Experiment Results 

After the training process, we evaluated the 

performance of the model using three metrics: 

Precision, Recall, and F1-Score, calculated based 

on True Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN) according 

to formulas (1), (2), and (3). To determine whether 

a sample is Positive or Negative, we used the IoU 

score. A sample is considered Positive if the IoU 

ratio is greater than 0.5; otherwise, it is considered 

Negative.  

TP
Precision

TP FP



 (1) 

TP
Recall

TP FN



 (2) 

2 Precision Recall
F1 Score

Precision Recall

 
 


 (3) 

We constructed a Confusion Matrix (Table 1) 

to illustrate the experimental results further. Table 

2 shows a relatively high Precision score, 

indicating accurate detection of students due to the 

model's understanding of human characteristics. 

However, the Recall score is low due to the limited 

training data size, which is insufficient for the 

model to detect all students in the classroom. 

Table 2 also illustrates the comparison results 

between RT-DETR and YOLOv8 when applied to 

the system. Both models achieve high Precision 

scores, but RT-DETR slightly outperforms 

YOLOv8 regarding Recall scores despite YOLOv8 

having more parameters than RT-DETR. 

Table 1. Confusion matrix for the experimental 

results. 

 Actual: Person 
Actual: Not 

Person 

Predicted: 

Person 
TP = 1736 FP = 6 

Predicted: Not 

Person 
FN = 513 TN 

Table 2. Evaluation results on the metrics. 

Metric RT-DETR YOLOv8 

Recall 0.77 0.75 

Precision 0.99 0.99 

F1-Score 0.87 0.85 

When applied for classroom monitoring, the 

model performs well under low-light conditions. 

Figures 7 and 8 demonstrate the superior 

detection capability of the RT-DETR model 
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 compared to YOLOv8, especially for small-sized 

objects. However, the model yields unsatisfactory 

results in some frames (Figure 9). This is because 

students sitting in obscured or distant positions 

from the camera result in smaller display sizes, 

affecting the model's performance. 

 

Figure 7. The counting results of the system using 

the RT-DETR model under low-light conditions. 

 

Figure 8. The counting results of the system using 

the YOLOv8 model under low-light conditions. 

 

Figure 9. The results are not good in some frames 

when students are sitting far away from the 

camera. 

5. CONCLUSION 

In this paper, we applied an object detection 

model to count and track student activities in the 

classroom at Dong Nai Technology University. We 

constructed labeled data from classroom 

surveillance videos. The experiments demonstrate 

that the model can count and monitor the learning 

process of students and instructors with an 

acceptable level of accuracy. Additionally, we 

compared existing object detection models when 

applied to this problem. In future research, we aim 

to further develop the ability to detect abnormal 

behaviors in the classroom and apply lighter 

models suitable for use on low-configured devices. 
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